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ABSTRACT

We present an analysis of synthetic. 7 versus (V-1) color-magnitude diagrams of Population Il
systems to investigate the use of the observed discontinuity in the I-band luminosity function as a
precision primary distance indicator. In the simulations we quantify the effects of (1) signal-to-noise,
(2) crowding, (3) population size, and (4) non-giant-branch-star contamination on the methodology
adopted for detecting the discontinuity, measuring its luminosity, and estimating its uncertainty. A
varicty of systematic effects are observed; and these arc discussed in the context of observables, such as
the signal-to-noise ratio and/or surface brightness. With rcasonable exposure times (of a fcw thousand
seconds) using modecrate, to large sized telescopes (>2.5m aperture) it is concluded, that from the
ground the tip of the red-giant-branch method can be successfully used to determine distances good
to +10% for galaxies out to 3 kpc (yz~ 27.5 mag), and from space a factor of four further in distance
(st ~ 30.5 mag) can bereached using /IST. The method applies equally well wherever an old population
of red giant stars is dctectcd, whether that population resides in the halo of a spiral galaxy, the extended

outer disk of a dwarf irregular, or in the main body of an elliptical galaxy.

Subject neadings: galaxics: distances — stars: Red Giants
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1. INTRODUCWI1ON

An empirica demonstration of the precision and accuracy of the magnitude of the tip of the red giant
branch (hercafter TRG B) as a primary dist ance indicator has been given in Lee, Freedman and Mad ore
(1994; hereafter LFM94). They applied the technique to a variety of nearby galaxies spanning the entire
range of morphological types ranging from dwarf ellipticals (NGC147,185and 205), to early-type spirals
(M31 ), Jatc-type spirals (M33)and irregulars (NGC 3109, NGC 6822, IC1613 and WLM). Compiling
ncw and previously published data on the apparent brightness of the number-count discontinuity inthe
red-giant-branch luminosity function, they demonstrated an extremely good correspondence between
the modulifor these nearby galaxies (independently derived from Cepheids and/or RR Lyrac stars )
with the moduli derived from assuming that the TRGDB is a standard candle. In that paper an
objective edge-detection algorithm employing a Sobel filter, was applied to this problem for the first
time (previously published estimates of the discontinuity havingbeen made by eye. ) Inthe following
we present an expanded analysis of the adopted T'RGB detection and mcasurement methodology, in
order to quantify itsapplication to the extragalactic distance scale, and to estimate a reasonable range

on its usc.
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2. THE MODEL

For the purpose of the simulations a synthetic Population 11 giant branch was generated based on
the color-magnitude diagram of the intermediate-metallicity globular cluster M2, which has a metallicity
of [Fe/11] ~ -1.6. The synthetic giant branch was populated according toa power-law formula such that
log(N )=0.6x | (where N is the number of stars perI-band magnitude) with asharp cut-off setat an
absolute magnitude of Ml = --4.00 msg. Choosing an alternate fiducial sequence (or a combination of
different metallicity sequences) would not substantially alter the results presented since within the range
of interest, -2.2 < [Fe/H] < — 0.7, the discontinuity in the I- band magnitude is invariant to metallicity,
as illustrated in Figure 1of L. ¥M94. Furthermore, the results of this study are not very sensitive to
modest changes in the adopted slope of the luminosity function, and so its value was fixed for the entire

simulation.

Four parameters were varied in the simulations: (1) the number of detected photons (or equivalently
the photon-count signal-to-noise ratio, SNR) for the stars defining the TRGB (with the counts for
stars fainter than the tip being scaled accordingly), (2) the crowding, expressed as the amount of
contamination of the stellar photometry duc to unresolved multiple stellar images within a given point
spread function (either due to crowding or intrinsic duplicity), {3) a population scaling factor, expressed
as the total number of stars found in the upper three magnitudes of the red giant branch, and finally
(4) the foreground/background contamination of stellar images cent ributed by non-giant-branch stars.
As discussed in Section 3,4 there are several contributing sources of contamination, al of whichresult

in a reduction in the contrast of the jump in the luminosity function atthe TRGB.

Our model generates discrete numbers of stars with luminosities calculated to 0.01 msg. These
data arethen collected into 0.10 mag bins, which, as for the actual data, are small enough so as not to
dominate the error incurred on detecting the TRG B discontinuity, but are large enough that reasonable

numbers of stars canbe expected to contribute to the counting statistics associated with each bin.
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We are looking to test the limitations on defining the TRGB to better “than 0.2 inag (or 4:10% in
distance); as shown in Section 3 the adopted bin size and the additionally adopted data smoothing

contribute (quadratically) to afins] uncertainty of only 4:0.05mag in the edge-dctcclion procedure.

2.1 The Edgc-Dcetection Algorithm

As first introduced in |, FM94, we have adopted a standard image-processing edge-detection
technique to recover the luminosity of the onset oft he RGB. The sc]-called Sobel filter has the kernel [--1,
O, +1] such that its output reflects the gradient detected across a three-point interval. Figure 1 shows
the idealized output of such afilter for a series oOf zero-lioise possibilities. A simple discontinuity (top
pane]) is seen as sharp spike in the filter output. Anabrupt, but continuous, change of slope (middle
pang]) results in the output discontinuously changing its level. Takenin combination, (bottom panel) a
change in slope occurring after anabrupt discontinuity (as is expected in an idealized TRGB luminosity
function) results in the output shown in the third panel: an abrupt spike, marking the discontinuity,

followed by a plateau, marking the new value of theslope.

At low signal-to-noise ratios (i. e, low photon count rates) the primary spike registered at the
discontinuity will be degraded, and noise will also enter the baseline leading up to the edge. Although
distinctive in their [+1,-1] response function (secethe bottom panel of Figure 1), noise spikes can be a
source of confusion in practically identifying the onset of the TRGB for small populations. Accordingly,
wc also investigated the usc of an extended Sobel filter, which we have devised, incorporating a weighted
kernal, covering a wider basdline: [-l, -2, 0, +2, +1]. This filter again responds to gradients but it is

more resilient to isolated noise spikes, by effectively smoothing over a larger number of cells.
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3. THE SIMULATIONS

Taking our discrete-star model for the TRGB and applying the edge detection software we are able
to simulate real observations of color-magnitude diagrams and RGB luminosity functions. Using these
models asa basis of comparison wc proceed in the following sections to investigate the effects of major
sources of errors (both random and systematic) in the determination of the luminosity of the TRGB
for distance determinations. There are four obvious effects: the quality of the photometry (scaling
primarily as the size of the telescope and integration time), theamount of crowding (scaling as the
surface brightness of the region being observed), the total population being sampled (dependent upon
the surface brightness and the total physical area being surveyed), and finally the contamination by

non-RGB stars.

3.1 Signal-lo-Noise Ratio

We consider here photon-counting statistics asthe dominant source of error in the signal-to-noise
ratio for the measured magnitudes of isolated stars, parameterized in the program through an equivalent
number of photons NT, collected for a star at the TRGB, giving SNRyrar = Nv/Nqp. Errors in the

magnitudes for other stars were scaledand calculated appropriately.

The top pane] in Figure 2 shows the luminosity function resulting from one run of the simulation
program where the SNR was high (70) at the TRGB, resulting in a well-defined red-giant branch (middle
panel) and a highly confident measure of theluminosity of the discontinuity, as shown by the Sobel
filter output given in the bottom panel of Figure 2.

Naturally, as the photometric errors increase the sharpness of the TRGB discontinuity decreases.

and the random photometric errors slowly give rise to a systematic error in the derived position of the

jump. Theeflect is shown in Figure 3. There the results of a number of simulations, with no crowding
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and no field contamination, arc given, varying only the photon statistics in the stellar photometry.
The diagram can be used to provide a simple prescription for a minimum SNR required to keep this
particular systematic error below some preselected level. For instance, if a systematic error duc to this
effect of less than 0.10 mag is required then onec should best keep the SNR greater than 5. An example

of the data and processor output for SNR =10 is given in Figure 4.
3.2 Crowding

The effects of crowding were simulated by appropriately combining the intensities of stars chosen
at random from the luminosity function interval spanning the first three magnitudes below the TRGB.
(Since the major effect on the TRGB is due to chance combinations of stars intrinsically near to
the discontinuity, working deeper into the luminosity function simply increasesthe computation time
without substantially altering the effects on the bright end. ) The procedure wasas follows: A crowding
rate, expressed as a percentage, was input. Two stars were then randomly selected from the upper
three magnitudes of the RGB luminosity function. The luminosity of the fainter star was added to the
brighter; and the fainter star was deleted from the list. The process was repeated, taking care each
time that the same star was not accidentally added to itself, while at the same time not disallowing
previously combined stars to be further contaminated on subsequent rounds. lteration stopped when
the input percentage of stars crowded was reached. It should benoted here that by this definition
a crowding rate of N means that N% of the population is chosen to be combined with another N%

resulting in an observed percentage of stars, that arcinfact composite, equivalent to N/(100 — N).

Figure 5 shows the effect of 1 O% crowding on a well-populated luminosity function at high (31 ) SINJ{.
The shift inthe discontinuity, as anticipated, is systematic, being brighter by ~0.15 mag in this instance.
A series of simulations involving 13,000 stars inthe upper three magnitudes of the luminosity function
were run for a variety of crowding rates to further quantify the drift inthe measured luminosity of the

TRGBas a function of crowding. The results are shown inligure 6. As canbe seen, the systematic



ofl-set can be kept below -0.2 mag for crowding rates less than about 25% (that is, onc star out of every
three measured is contaminated by another star at most three magnitudes fainter than the TRGB). Not
only does the measured TRGB drift to brighter magnitudes but the discontinuity softens (as shown by
the magnitude error bars attached to the data. in Figure 6) such that the uncertainty in measuring the

(biased) magnitude of the jump is itself amost as large as the offset.

Given that we arc interested in keeping both the systematic and random errors in applying this
method at or below the 10%-in-distance level, the superimposed random errors will limit this method

to situations where the crowding rates are assessed to be less than 25%.

3.3 Population Sze

Of all of the effects considered in this simulation, population size is the only effect that can result in
an over-estimate of the apparent distance modulus. This occurs only when the total population of the
RGB is so small that small-number statistics result in the upper-most bins being empty, creating the
impression of a fainter tip. Of course any situation encountered where the first observed bin contains
only onc star should be viewed with caution, especialy if the subsequent bins merely fill at the expected
power-law rate. To confidently identify the TRGB discontinuity the luminosity function needs to be

saturated.

Wchave parameterized the population size by the number of stars in the first full magnitude of the
luminosity function as measured from the intrinsic TTRGB.Inthe application of the edge- detection
algorithm (using a binning interval of 0.1 mag and saw-tooth smoothing the edge-detector over 5
bins) indicates that the systematic effects of depopulating the bin defining the tip does not produce a
systematic cffect until the fewer than 50 stars are measured in the upper magnitude interval. Until that
point almost all of the (high SNR) solutions fall within onestandard deviation of the true value, and

furthermore those internal errors arc al significantly less than 0.1 mag,.
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It is safe to assume then that if only the order of 100 stars can be imaged in the first magnitude
interval then the luminosity function will be sufficiently filled so as to define the discontinuity limited

solely by other effect.s.
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3.4 Iield Contamination

Whatever the nature of the assumed contamination of the observed luminosity function, as outlined
earlier, the net effect is to decrease the effective contrast in the TRGB discontinuity. (see Figure 8, for
example). One way to parameterize this ‘background eflect is by computing an effective SNR. made up
by taking the ratio of the number of RGB stars to the number of ficld objects in the first magnitude
interval below the TRGB. To simulate this effect we simply added a uniformly distributed background
population into the color-magnitude diagram, reconstructed the apparent luminosity function and

applied the edge-detector,

Statistical noise in the field luminosity function produces a background of false signals as the edge
detection moves toward the TRGB. It is against this noise that the signa of the TRGB discontinuity
must be measured, A grid of models having well saturated RGB luminosity functions embedded in
various amounts of background contaminationledto the following conclusions: As long asthe SNR
associated with the crowding excecds 5:1 the significance of the true discontinuity (asmeasured by the
Sobel filter output amplitude) is at least threesigma. Of course, the background noise output of the
Sobel filter can be reduced without much effect on the true discontinuity by increasing the filter band
width. But, since for the applications wc envisage that background contamination will not a problem
(or that it can be dealt with, statistically, for example) we did not explore changes in the filter function

any further.

For even the nearest elliptical galaxies whose distances might he explored by these techniques it is
clear that high-latitude Galactic foreground stars with anapparent magnitude in excess of 1> 21mag
will have dropped to a totally negligible count rate over the area. of interest centered on the galaxy itself
(a few square arcmin at most). If the TRGB is detected at thelevel demanded by population criterion
discussed in the previous section (i. e, at least 100 stars in the first magnitude interval) then it is clear

that a SNR in excess of 3 will be guaranteed in the present context of foreground contamination.
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Yor spiral galaxies where the primary contamination is not Galactic, but rather intrinsic to
the parent galaxy itself, younger population supergiants can in principle be eliminated by color
discrimination using anadditional exposure to produce a color-magnitude diagram. Alternatively,
moving as far into the halo (and asfar away from the disk out) as is possible (consistent with other

constraints) would be more efficient, and avoids the problem in the first place.

Other sources of contamination noise may be present (background galaxies, globular clusters,
and quasars, etc. ) , but the dominant concern is the potential presence of an extended asymptotic
giant branch(AGB) population. Most background galaxies will be resolved. Globular clusters inthe
parent galaxy will be far brighter than the TRGIB and therefore of no direct consequence in detecting
the discontinuity. And background quasars will contribute only a small signal occasiondly. A GB
stars originating from intermediate-aged populations in spiral (and even some elliptical) galaxies can
overlay the RGB and may then contribute significantly to the observed luminosity function. Being
systematically brighter than the RGB at all colors, the AGB can distort or displace the discontinuity in
the luminosity function due to the TRGB. Again, avoidance is the best prevention. Working in the outer

extremities of cither spiral halos or éeliptical envelopes, a significant population of intermediate-aged

stars contaminating the counts is unlikely.
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4. CALIBRATING THE SIMULATIONS

To be of any practical use the computer simulations presented above need to be interfaced to real
data. We have chosen to use the data published by Lee (1993) on the TRGB in tbe galaxy NGC 31009.
This galaxy is situated at a distance of about 1.25 Mpc (i. e, a true distance modulus of 25.4 mag),
making it conveniently ten times (5 mag)closer than the Virgo cluster (if one, for instance, adopts
the short distance scale). Lee’s I-band luminosity function for the RGB was based on an accumulated
exposure of 2,400 sectaken in moderate (1.1 arcscc)sceing using the duPont 2.5m telescope. The area
on the sky covered by his outer field was approximately 10,000 seeing/resolution elements; and in the
first magnitude interval below the TRGBhe found 125 stars. Based on our adopted slope of the RGB

luminosity function this number predicts 3,200 stars in the first three magnitudes below the TRGB.

We have produced a poisson simulation of theareal crowding associated with this observation, and
calculate that, asobserved from tbc ground at this given sccing and surface brightness in NGC 3109
(B = 26.0 nlag/square arcsec according to Carignan 1985), 27% of thesc objects arc expected to be
multiple. Figure 5 then indicates that Lee’s value of the distance modulus is probably underestimated
by -0,2 mag duc toa crowding-induced brightening of the observed TRGB.Further observations at

higher resolution can easily test this conclusion.

We can now easily scae these results to other distances, which wc now do for a distance
approximating that of the Virgo Cluster, assuming, for simplicity, a factor of ten increase in distance
over that of NGC 3109 (i. e, atrue modulus of 30.4 mag). At the above surface brightness level, objects
having a factor of ten increase in distance, if observed from the ground (with one arcsec seeing) would
meet with a totally unacceptable amount of increased crowding. However, using the Hubble Spacc
Telescope at its diffraction limit of 0.1 arcsec would off-set this distance-induced (factor of 10) cflect.
That is, at Virgo, one could observe at B = 26 mag/square-arcsec and suffer no more crowding errors

than already being incurred in the NGC 3109 obscrvations.
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A crowding factor of 27 is just bearly acceptable if a10% error in derived distance (0.2 mag in the
distance modulus) is desired. However, for a fixed detector size a factor of ten increase in target distance
increases both the area and the number of stars surveyed by a factor of 100. In principle, one could
then work at a surface brightness level 100 times fainter without violating the population size minimum
criterion (that is, 50-100 stars in the first magnitude interval below the TRGRB) for a statistically reliable
measure of the TRGB discontinuity (Section 3.3). The situation is even more favorable when comparing
and scaling the Lee (1993) data to the capabilities of the 11ST WF/PC-2: since HST has three (800
x 800 pixel) chips, and the entire surface of each chip can be used (as opposed to the Lee data where
only onc fifth of a .500 x 500 pixel chip was used). As such there is an additional cumulative advantage
of about a factor of 35x in population detected, in using //ST. The factor of two or three lost by
moving out to a lower surface brightness to decrease the crowding effects (i. e, B = 27 mag/arcsec?)is

completel y compensated for by the increased effective areal coverage.

We can now calculate the exposure time required by HST to produce a ten-percent distance
estimate, for the above case of a distance a factor of ten further than the NCG 3109 example. Tables
6.1-6.3 andformulac in WFPC2 Instrument Handbook Version 1.0 MacKenty et al. (1993) indicate
that it is expected that 11S'1’ will provide anSNIR of 17 in the |-band at 26.5 mag given a 3,000 scc
exposure. Wc therefore conclude that a. distance modulus of 31 mag (i.e, Virgo) is quite feasible using
this technique with modest exposure times using HST.in fact a modulus 3 mag fainter (i. e., 60 Mpc

in distance) is possible if a limiting SNR of 4 were to be adopted.

Finally, we estimate directly from the published data just liow far this technique might reasonably
be applied from the ground. For a minimum acceptable SNR of 4t lie Lee (1993) data indicate that 1,
~ 23.5 msg. Adopting Ml = —4.0 mag for the TRGB discontinuity, this limiting magnitude corresponds
to a true distance modulus limit of 27.5 (or distances just in excess of 3 Mpc). This goes well beyond

the Local Group and encompasses dozens of galaxies associated withthe M81-NG(C2403-1C342 and
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South Polar Groups of galaxies, forinstance. A systematic survey of the distant.cs to these individual
objects is well within the grasp of ground-based telescopes with good seeing (better than one arcsec)

and moderate aperture (greater than 2.5m).
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5. SUMMARY and CONCLUSIONS

Distances measured using the tip of the red giant branch were shown empirically by LM¥93 10 be
comparable in precision to those distances derived from Cepheids and RR Lyrae variables. In this paper,
the limits of this technique have been explored and quantified by computer simulation. Four effects
were modelled: photometric errors, crowding, population size and contamination. From the simulations

we draw the following conclusions.

(1) Photometric errors both smooth out the TRGB discontinuity, and systematically shift the
inferred position of the discontinuity to brighter magnitudes (sce Section 3.1 ). The shift occurs because
while the errors for individual stars are symmetric in sign, the edge,as identified by its mid-point, is
an asymmetric feature. That feature then can only move systematically to brighter magnitudes as the
random error in the stellar photometry increases. For SNR 5the systematic error in measuring the tip
is generally kept below 10% in the distance estimate; but thereafter it is a rapidly deteriorating function
of decreasing SNR. This limitation sets the minimum required integration time (for a given telescopc)

as @ function of distance.

(2) Crowding, as expected raises stars to brighter magnitudes and also erodes any sharp features
in the. luminosity function. Crowding systematically aflects the definition of the edge of the TRGB such
that if more than 25% of the stars in the first threc magnitudes of the giant-branch luminosity function
are multiple, then the derived distances will be systematically in error by more than 10%. T'his criterion
scts an upper limit on the surface brightness level that can be worked on at 0 given distance and 0 given

resolution.

(3) Population Size. At any given SNR,the population size must exceed a critical amount so as
to adequately define the discontinuity, by hiaving at least one member in the first bin. For the particular

power-la,w slope studied lere, at lcast 40 stars need to be included inthe first full magnitude of the
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red-giant-branch luminosity function inorder for this condition to be satisfied for a bin size of 0.1 msg.

This criterion sets a lower limit on the physical arcathatmust bé surveyed at a given surface brightness.

(4) Background/Foreground Contamination. In any composite population and for most lines
of sight there will be stars populating the color-magnitude diagram that have a comparable apparent
brightness, but do not in fact belong to the giant-branch population being investigated. For composit ¢
systems (such as spiral galaxies, or ellipticals with evidence for a recent bursts of star formation) working

as jar oul into the halo as possible has obvious merit.

Scaling the simulations to published observations made with ground-based telescopes and
comparing with tabulated performance characteristics for HST, the discontinuity in the luminosity
function at tip of the red giant branch can be expected to be used as a precision distance indicator out
to at least 3 Mpc using ground-based telescopes at sights with reasonably good seeing, while distances

out to ~13 Mpc can be expected to be reached with Il ST using modest (~1hour) exposure times.
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Figure Captions

Fig. 1 — ldedlized response of the Sobel edge-detection filter to a selected combination of slope
changes and discontinuities, as described in the text. The bottom panel shows the filter response to an
impulse function on input. Note the distinctive positive/negative s-wave without any net changein the
DClevel in crossing such a disturbance, in contrast to the spike followed by a positive baseline off-set

seen in the third panel.

Fig. 2 — Tip of the Red Giant Branch Smulations The middle pane] shows the simulated | versus
(V--1) color-magnitude diagram for a red giant branch having the discontinuity in its luminosity function
at 1 = 4.0 mag and (V-) = 1.8 mag (marked by the two horizontal lines). All of the spread in the
data shown here is duc photon-statistical noise. The upper panel shows the differential luminosity
function constructed for the stars in CM diagram but without any color discrimination. Vertical error
bars are v/N counting statistics; horizontal error bars give the bin size. The dashed vertical line marks
the magnitude (I = —4.0 msg.) at which the discontinuity in the RGB luminosity function is defined.
The lower pane] shows the output of the 2-point and 4-point Sobel edge-detection filters as applied
to the luminosity function in the middle panel. The vertical line again marks the position of the
TRGHB discontinuity as input. Note the change in level of the filter output after passing through the
discontinuity, which corresponds to thechangedslope of the luminosity function (from an eflectively

flat distribution in the field, to a slope of 40.6 aong the RGB).

Fig. 3- The systematic eflfects of photometric. errors (expressed asa signal-to-noise ratio) on the
derived magnitude for thel-band discontinuity in the RGB luminosity function. Each data point is a
separate simulation for a large population, withno crowding and zero field contamination. krror bars

arc the one-sigma widths of a Gaussian fit to the edge-detection output response.

Fig. 4 - The same as Figure 2, with the following exceptions: The SNR. depicted here is 10 at

the TRGB, and field contamination has been set to zero. In the upper pang], the effects of photometric
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errors can be seen to crode the discontinuity by spilling stars into the higher luminosity bins. ‘1’ liclowci
panel shows how the edge detector has responded to this spill-over in determining a slightly brightened

(i.e., biased) estimate of the onset of the TRGB.

Fig. 5- The same asFigure 2, except that the SNR at the TRGB is now 31, and the crowding
(as defined in the text) is 10%. A slight field contamination contributes to the noise in advance of the

true discontinuity detected at 1.95. Compare with the CMD given in Fig 3b of Lee (1 993).

Fig. 6 — The systematic effects of crowding (paramecterized by the percentage of stars combined
into separate images as drawn from the first three magnitudes of the luminosity function below the
TRGB). Each data point is a separate siimulation for a large population of high SNR observations, and
zero field contamination. Error bars arc the one-sigina widths of a Gaussian fitto the edge-detection

output response.

Fig. 7 — The systematic effects of population size (as expressed as the logarithm of the number
of stars in the first magnitude interval below the TRGB) on the derived magnitude for the |-band
discontinuity in the RGB luminosity function. Each data point is a separate simulation at high SNR for
the photometry, with no crowding and zero field contamination. Irror bars are the one-sigma widths

of a Gaussian fit to the edge-detcc.tion output response.

Fig. 8 - The same as Figure 5, exceptthat the crowding hasbeen set to 0% and the ficld

contamination has been elevated to 20 stars per magnitude interval.
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